通过模糊测试实现百万行代码的漏洞挖掘

介绍

模糊测试是最强大的漏洞检测技术[1-5]之一，并已被广泛用于检测各种软件安全问题的行业。例如，由于2016年，存在由OSS-起毛在widelyused第三方库[6]发现超过9000漏洞。 Windows 7的WEX安全漏洞中，有三分之一是由微软模糊服务发现数百万美元被保存[7]。心脏出血漏洞，这威胁全球网络空间在2014年，现在可以起毛[8]的10秒内被检测到。由于起毛可以生成具体的输入来触发该漏洞，很容易形成概念验证（PoC）证明开发人员了解和解决这些问题。使用快捷随机突变产生的评估目标程序的输入数量巨大的简单直觉使起毛能够对所有类型的项目部署。

然而，模糊是无效的检测大型程序的漏洞。有在大型程序的大小带来的三大挑战。首先，它难以产生含有不同语义wellformat输入。一些大型项目如MySQL需要输入遵循其独特的语法标准。格式错误的输入导致执行停止在初期阶段不运行该程序的任何核心功能。此外，很难生产具有不同语义输入，用于全面评估的所有功能。从巨大的项目，这些不同的规格使它不可能为了模糊自动生成有效的投入。其次，它是低效率的，以产生满足大而复杂的路径的条件的输入。随着日益增加的程序大小，复杂的路径的条件缩小可行输入空间。这降低了随机突变，从而产生满足路径条件输入的可能性。因此，效率低输入的生成结果在许多无意义的执行。当程序尺寸越大该问题加剧。第三个挑战来自于执行开销。起毛使用仪器来记录执行信息来指导以后的输入生成。根据最近的研究[9-10]，我们注意到，在现有的仪器方法的开销可能超过600％以上。同时，状态国税发技术模糊测试框架运行目标程序数百万次，以增加检测的脆弱性的概率。这种积累的开销使得模糊化低效的大型程序部署。为了解决模糊这些挑战，我们提出我们的技术，以改善起毛的效率，使其能够更好地支持大型程序。

相关工作

强化学习的语义推理

这是很难生成包含漏洞语义输入。关键原因是缺乏对语义输入生成有效的指导。现有的作品多数仍然使用程序覆盖率来判断的输入值。没有明确的标准，基于语义的投入的优先次序。虽然他们尝试学习语义无论是从众多的输入[11]或手动给定规格的[12]，对于大规模方案，精确地描述整个可能的语义与可行的输入的数量有限的挑战。同时，它也很难有一个适合于不同规格的通用模型。

我们建议我们的方法来解决基于强化学习的灵感这个问题。强化学习[13]是一种机器学习技术，它能够利用自己的行动和经验反馈通过试错在一个互动的环境中学习的代理。不像其他的机器学习技术寻求的分类或相似的结果，强化学习算法旨在寻找最大化所述预定奖励的最优解。根据目标的目标，奖励可以是不同的。如果我们考虑满足特定属性的脆弱性，某些类型的程序语义的，那么我们可以设计的学习算法的奖励标准，最终生成满足这种性质的正确输入。例如，如果我们想检测内存泄漏漏洞，那么它是更明智地使用，可能会导致更多的内存使用情况的操作。由于起毛需要一个适应度函数来指导输入生成，这个奖励标准应以提高质量投入新的有效的指导。与现有的作品相比，强化学习与深度学习相结合，更能够处理大规模的投入或不同的规格。

符号分析

符号执行是最有力的方法来检测弱点之一[14-

16]

。它可以精确地产生，导致执行某些程序点投入。例如，单一的条件X×X = 100可能是非常困难的随机突变，以产生可行的值x = 10。的可能性小于10〜20的整数变量x。大型程序加剧，因为道路条件的数量增加了这个问题。约束求解弥补了随机突变在处理复杂的路径条件的弱点。这两种方法的组合[17，4]增强漏洞检测的能力。

然而，效果主要是由约束求解著名性能问题的限制。在国家的最先进的模糊测试框架还需要随机突变，产生的大部分基础上，求解结果的输入。云等人。 [5]使用较少的约束来生成输入同时利用起毛验证输入的有效性。杜特拉等。 [18]提出，以产生多路输入，以增加更多的满足条件的路径的可能性。这些方法集中在用于从解算器直接产生模糊测试更具体的输入的效率。我们提出的方法需要从这些方法的好处，同时利用约束为起毛提供额外的指导。约束本身包含相关的输入变量的信息。简单生成输入不能很好地代表在约束的全部信息。我们的方法分析了制约，提高变异的有效性，从而使其成为大型程序更有效。

成分起毛

直接分析整个程序时，程序的大小是非常大的不实用。此外，易受片段仅表示该程序的一小部分。这是没有必要的程序全面分析的全过程。因此，模糊应采用成分分析变得更具可扩展性。状态的最先进的组成分析主要集中在符号执行[19]和单元测试[14]。我们充分利用现有的方法发现本地的漏洞。我们结合语义推理的方法来产生输入满足当地语法同时使用约束求解提供更可行的投入。该成分模糊设置为整个程序的模糊化，以提高效率的潜在目标。

符号分析可以帮助整个程序的模糊来验证组成模糊设定的目标。目前已在编程语言社区[20-25]上前提推论显著的作品。主要的区别在于，他们瞄准的声音验证，而我们的目标就加快模糊测试。他们推断程序安全性的充分前提，并以展示所有程序路径举办条件证明的正确性。在我们的方法，我们的目的不是来推断象征性的条件为所有可能的程序执行。相反，我们推断目标程序点多的必要条件。如果相关的变量违反在早期阶段的必要条件，没有必要继续执行，使他们无法对目标程序点去。

提议的技术

在本节中，我们描述了我们模型的高层次的意见，以及我们提出的方法的工作流程。

成分起毛

给定图1和图2显示了我们所提出的组成框架的基本模型。我们利用成分起毛提供整个程序的验证目标。

另外两个引擎，语义推理和符号分析，使输入与设计语义和值。现在我们讲解每个引擎背后的一些细节。

图1第一阶段：成分起毛

图2第二阶段：整个程序验证

语义推理引擎

图3显示了语义推理引擎的工作流程。我们采用的是强化学习，以产生含有所需的语义投入。为了使它更实用，我们通过学习由语法定义的符号和操作带来了不同的影响开始。了解这些语义是更合理地生成满足由漏洞描述中提供的属性的输入。还有就是模糊与强化学习相结合的另一个好处。执行的众多时间提供精确的预言丰富的数据用于学习理解语义。学习模型保持起毛，其提供了可以触发漏洞的更有效的输入时更新。有迹象表明，可以收集甲骨文没有太多的努力，如执行时间和内存状态的许多数据。状态的最先进的模糊测试框架[26-27]使用这些状态来指导输入生成。然而，如何正确地混合不同的标准，影响输入生成。我们的强化学习方法是由目标的漏洞，因此能够发现，最大限度地为所有标准的结果输入驱动。因此，这应该是解决语义问题的正确方向。

对于起毛指导图4符号分析

执行（图5）。符号分析需要组成评价的概念和分裂朝向目标程序点分成多个小单元的路径。我们为每一个单元的必要条件，并把它们插入到程序。如果相关的变量违反了这些条件，执行直接停止，并与其他投入开始。因此，起毛可以评估更可能的输入，并找到潜在的

符号分析引擎

正如在第2节前面提到的，象征性的分析引擎有两个主要功能。首先，符号分析提供了用于起毛输入生成（图4）的额外指导。我们注意到，约束包含很多有用的信息，比如相关的变量，可行的数值范围。只有产生可行的输入不能提供此信息起毛。为了提供从约束求解更精确和有益的指导，我们利用求解器来分析约束提取额外的信息，并将其发送到模糊。与精确的导向，这两个组合物和整个程序起毛可以成为在生成输入更有效。

其次，符号分析动态仪器断言停止不必要

评估计划

所有的评价都有两个指标：代码覆盖率和相同的时间内发现了几个安全漏洞。没有为每个方法的一些其他补充评价标准。

比较与其他基于语法的模糊器。为了评估语义推理的有效性，我们进行与其它基于语法的模糊[11-12]的项目如MySQL，FFmpeg的，Libav实验。所有这些项目都需要满足一定的语法输入。我们还评估由不同的奖励标准所带来的效益。此外，我们需要优化的参数，使模型实用于所有类型的项目。

比较基于约束的模糊器。在这个实验中，我们研究FuzzFuzzFuzz对标准的熔岩-M的数据集和真实世界的项目，如在Binutils，OpenSSL的代码覆盖和错误的狩猎能力。我们比较与不分析语义程序诸如AFL [1]，AFLFast [28]，QSYM所述状态的最先进的模糊器我们的方法[5]，钻床[4]。

我们证明了我们对熔岩-M [29]数据集的方法，如表1所示的效果左边的数字显示由模糊发现的缺陷数量。另外一个是错误的总数。

进展与展望

目前，我们已经实现了一个原型，象征性的分析相结合。在第3节，我们展示了与熔岩-M基准的国家的最先进的模糊比较的评估结果。结果证明文中提出的方法的有效性。我们要提高原型和评估实际项目的结果。

随后，我们将通过动态仪表符号分析结果

上熔岩-M表1实验结果

这个评估结果表明，我们的优化方法优于其他模糊测试框架。调查甚至发现，在基准以前的一些看不见的错误。对于节目“谁”，FuzzFuzzFuzz显著优于所有其他的fuzzer。因为“谁”是比其他3个项目要大得多，这也证明了我们方法的有效性。

成分模糊的效果。为了评价新框架的分析中，我们直接比较与其他框架我们的方法。我们用同样量的不同实际项目时间进行实验。算作真正正的所有漏洞，必须由开发人员进行确认。

案例分析。我们选择通过我们的新的模糊器发现证明我们的工作有效性的漏洞情况。如果我们的方法不能胜过其他框架来讨论我们的方法的缺点我们也分析程序。

技术如Dyninst [30]。我们的原型首先应用成分分析收集潜在的易受攻击点的信息。这些项目点设置为以后验证的目标。象征性分析优化仪器的方式，并产生对这些点的电压输入。这项工作的目的是有效引导起毛执行对目标程序分和减少因执行无关的开销。这些优点使模糊的大规模方案更有效。

最后，我们将采用不同的语法，如SQL，HTTP打造grammarbased模糊测试框架的强化学习算法。它还将与构图象征性分析相结合来调节输入特定值要求的小部分。所有的方法来实现，我们最后的框架应该是能够检测各种漏洞在万行代码的项目。
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生成的PoC经由起毛万行代码的程序的

张Charles1，毛辉2，王Zhong3，金董，黄荷清1，杨上元2

（1.网络安全实验室，计算机科学与工程学院，香港科技大学的系，香港999077，中国;

珠海南方软件和网络评估和测试中心，广东珠海519085，中国;

中国实验室国家认可合格评定，北京100062，中国）

摘要：模糊化大型项目总是在时下漏洞检测挑战。这是很难生成的时间以覆盖万行代码的程序的限制量内同时满足输入语法和指数路径条件的输入。此外，用于触发该漏洞的输入是复杂得多比实现程序的覆盖范围。因此，满足所有要求的有效输入生成方法成为一种迫切的需要。为了解决这个问题，我们采用强化学习文法推断和提高输入生成的效果优化符号分析。这个效果可以显著减少执行的时间与随机输入。在此期间，我们优化通过组成分析的启发，以减少所分析的程序大小国家的最先进的起毛的工作流。小程序的大小，保证效率的同时，修剪出不必要的程序片段供以后验证。本文的目标是开发一种能够有效地产生输入触发大规模程序的脆弱性的新颖输入的生成方法。我们已经做了在现有的基准一些实验，显示了我们方法的有效性。

关键词：起毛;输入生成;语法推理;符号分析